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Answers Key Exercises - Mplus
Exercise 1 - Simple regression analysis

1-a1. Both X1 and X2 are significant predictors of Y1. They are both positively related to Y1. X1 explains more of the variance in Y1, than does X2.

1-a2. Both age and anxiety can be used to predict depression. Their relation to depression is significantly different from 0. The results in the ANOVA table are: F(2,497) = 387.13, p-value <0.001.

1-b. The model specification you have to add to the syntax is: y1 ON x1 x2; 

The correct input file can be found in the file ‘regression-correct.inp’ subfolder with the solutions. 

The results are almost exactly the same as in SPSS: 

MODEL RESULTS

                                                    Two-Tailed
                    Estimate       S.E.  Est./S.E.    P-Value

 Y1       ON
    X1                 0.969      0.042     23.357      0.000
    X2                 0.649      0.044     14.626      0.000

 Intercepts
    Y1                 0.511      0.043     11.765      0.000

 Residual Variances
    Y1                 0.941      0.060     15.811      0.000
1-c1. The correct syntax can be found in the file ‘regression-correct-Bayes.inp’. The results are:

MODEL RESULTS





Posterior  
One-Tailed         

95% C.I.



Estimate 
S.D.      
P-Value   


Lower 2.5% Upper 2.5%
 Y1   ON
    X1               
0.968       
0.035      
0.000       


0.903       
1.047
    X2               
0.651       
0.045      
0.000       


0.554       
0.736

 Intercepts
    Y1               
0.520       
0.040      
0.000       


0.447       
0.602
1-c2. The numeric results do not differ much from the frequentist analysis results. But the interpretation is a little different. We conclude that X1 and X2, age and anxiety, are both predictive of Y1, depression. The B estimates are the median of the posterior distribution of these parameters, so they represent the most likely value of this parameter given our prior and our observed data. The 95% Credibility Interval represents the range of values that we are 95% certain contains the true parameter value, given our prior and our observed data.
Exercise 2- Sensitivity analysis
	
	Prior mean and prior variance used:


	
	Mean IQ score:
	
	95% C.I./C.C.I.:
	
	Bias with regard to Default prior

	ML
	
	
	102.000
	
	95.426,108.574
	
	-

	Default prior
	Mean=0, var=1010
	
	101.952
	
	95.007,111.027
	
	-

	Subjective Prior 1
	Mean=100, var=100
	
	101.752
	
	95.392 – 109.965
	
	-0.20%

	Subjective Prior 2
	Mean=100, var=1
	
	100.139
	
	98.463, 102.128
	
	-1.78%

	Subjective Prior 3
	Mean=0, var=1
	
	0.164
	
	-1.581, 2.197
	
	-99.84%

	Subjective Prior 4
	Mean=0, var=100
	
	20.806
	
	5.627 – 48.787
	
	-79.59%

	Subjective Prior 5
	Mean=0, var=1000
	
	100.552
	
	94.379 – 110.449
	
	-1.37%


The output for the second row ‘Bayes with default prior’ can be found in the file ‘IQ_2.inp’. 

· The default prior is not very realistic, since the variance is extremely large. See the Technical Output 1: Parameter 1~N(0.000,infinity). In the Mplus users guide, it can be found that ‘infinity’ actually means 1010. 

· Using a large variance of 100, with a prior mean of 100, we can see that the credibility interval of the posterior mean is slightly smaller than when using the default prior. 

· Mis-specifying the mean, and using a large variance (100), is not enough to get a good result, a larger variance of 1000 is better. 
· The bias percentages show that Subjective prior 1 and 2 do not bias the mean too much with regard to the default prior. With a mis-specified mean and a variance of 1 and 100, the bias is far above acceptable (generally speaking, a bias lower than +/- 10% is acceptable). Subjective prior 5 actually has lower bias with a mis-specified mean, but a very wide variance, than subjective prior 1 (perfect mean, but very small variance).
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