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Abstract

The ability of a scientific discipline to build cumulative knowledge depends on its predominant method of data analysis. A steady accumulation of knowledge requires approaches which allow researchers to consider results from comparable prior research. Bayesian statistics are especially relevant for establishing a cumulative scientific discipline, because the incorporation of background (or prior) knowledge is fundamentally anchored in its basic principles. The aim of the current systematic review is to provide insights into the current state of methodological affairs in educational research, with a focus on Bayesian statistics and the use of prior information. An analysis of publication histories of the 224 educational journals currently listed in the Thomson Reuters Journal Citation Report 2015 indicates that Bayesian statistics are primarily used to solve methodological problems, rather than used to build cumulative knowledge based on a combination of study results with comparable prior research. The utilisation of Bayesian statistics is motivated by its flexibility: models are estimated which would not be estimable with frequentist approaches, thus expanding the methodological repertoire of educational researchers and producing knowledge which otherwise would not have been available. Lastly, the predominant use of noninformative prior distributions indicates that one of the biggest advantages of Bayesian statistics, namely the combination of study results with comparable prior research, remains underutilised in educational research. Practical implications of these findings for educational research are illustrated and discussed.
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Bayesian statistics in educational research – A look at the current state of affairs

Quoting Kirk (2003, 100), “The focus of research should be on […] the steady accumulation of knowledge.” Cumulative knowledge implies an incremental improvement of estimates of the magnitude and the uncertainty of effects (Kruschke and Liddell 2016). The ability of a scientific discipline to build cumulative knowledge depends primarily on its predominant method of data analysis and interpretation (Schmidt 1996). The reliance of traditional frequentist methods on null-hypothesis significance testing (NHST), which dominates the social sciences, is considered a major hindrance to a steady accumulation of knowledge. A misuse and misinterpretation of its underlying decision rule (if a test statistic is significant, then there is an effect; otherwise there is none) has been identified as the reason for dichotomous thinking in which only significant results matter (Kirk 2003; Schmidt 1996). This type of thinking disregards what is important: the (incremental improvement of the) magnitude and the uncertainty of effects and their practical consequences.

Along with increasing criticism of the overreliance on p-values, alternatives have been proposed: effect size estimation with confidence intervals with a focus on magnitudes and uncertainties of effects, and meta-analysis and Bayesian analysis for an incremental improvement of these magnitudes and uncertainties (e.g., Cumming 2014; Kruschke, Aguinis and Joo 2012). The common feature of these alternatives is meta-analytic thinking. Its core premise is that single studies contribute to a given state of research rather than determining it; for a steady accumulation of knowledge, it is necessary to explicitly consider results from comparable prior research (Cumming 2014; Thompson 2002). Combining data at hand with results from comparable previous studies increases the accuracy of parameter estimates and provides the best (i.e., the most complete) available knowledge about a problem (Kruschke et al. 2012; Maxwell,
Kelley, and Rausch 2008). Meta-analytic thinking allows us to incrementally improve our knowledge of the magnitude and uncertainty of effects. Every study is embedded in a research context, which constitutes the available knowledge about, for instance, the slope of the relation between motivation to learn mathematics and mathematics performance. Bayesian statistics allow this knowledge to be quantified and then combined with new data, resulting in “[…] parameter estimates that are the best available lacking further information” (Kruschke et al. 2012, 741). Over time, as the number of similar studies increases, the estimates of the magnitude and the uncertainty of the slope become more precise, making scientific progress truly cumulative.

Effect sizes and meta-analyses already have been a focus of recent reviews of educational research. Sun, Pan, and Wang (2010) show that approximately half of 1,243 articles published in 14 journals of the American Educational Research Association (AERA) and American Psychological Association (APA) reported effect sizes, indicating a positive trend. Similarly, Ahn, Ames, and Myers (2012) report an increase in the number of meta-analyses published in AERA and APA journals. Bayesian statistics, despite the considerable increase in attention it has received in other disciplines (e.g., psychology, see Van de Schoot, Winter, Ryan, Zondervan-Zwijnenburg, and Depaoli 2016; medicine, see Ashby 2006; organizational science, see Kruschke et al. 2012), has not. The situation of Bayesian statistics in educational research, thus, remains a blind spot. This is a considerable gap in our knowledge in that Bayesian statistics not only offer inferences richer in information and accuracy, but also have meta-analytic thinking anchored in its basic principles: Bayes’ rule allows researchers to explicitly combine their data with results from comparable prior research. The advantage of Bayesian statistics over classical meta-analysis is the possibility to continuously update the available knowledge as new data become available. In meta-
analysis, one would have to wait until enough studies are published. Of all alternatives within the meta-analytic framework, Bayesian statistics have the greatest potential for transforming educational science into a truly cumulative scientific discipline. Fully utilising this potential means using appropriate prior information. Bayes’ rule requires researchers to include prior information by specifying a prior distribution. This prior distribution can be left uninformative or can be used to integrate previous knowledge. Only this latter option would fully represent meta-analytic thinking and utilise the full potential of Bayesian statistics. Therefore, it is of great importance that any Bayesian paper describes the role priors play in their paper, and if previous knowledge is indeed integrated into the analyses, it should be described in detail (Depaoli and Van de Schoot 2015).

The aim of our systematic review is to provide insights into the current state of methodological affairs in educational research, with a focus on Bayesian statistics and the utilisation of background knowledge. With ‘background knowledge’ we refer to the information about model parameters available to researchers prior to observing data, and is meant to distinguish between prior distributions and the knowledge necessary/available to construct this distribution. The research questions are as follows. (1) How are Bayesian statistics used in educational research? (2) What are the reasons to use Bayesian statistics? (3) How do educational studies using Bayesian statistics utilise background knowledge in their analyses? Answers to these questions provide important empirical underpinnings for discussions and information about the current state of education as a cumulative scientific discipline. The structure of this review is as follows. The next two chapters illustrate the basic principles of Bayesian statistics and illustrate why Bayesian statistics have the potential for transforming educational science into a truly cumulative scientific discipline. Moreover, it is illustrated and discussed
how to combine data at hand with prior information. These two sections are
accompanied by a glossary, in which key Bayesian terms used in this paper are
introduced and defined (Table 1). In the following the approach to the literature search
and review is described and the results of the review are presented. The review is
concluded by a discussion of these results with respect to consequences for the research
practice within educational science. Highlighted are changes necessary to transform
educational science into a truly cumulative scientific discipline.

Statistical Inference Based on Distributions – Getting More Informative

Answers to a Wider Range of Questions

Figure 1 shows the posterior distribution of credible values of a regression
coefficient (the slope $\beta_1$) from an imaginary study investigating the relationship
between motivation to learn mathematics and mathematics performance. This
distribution is the result of a Bayesian analysis of a simple linear regression model and
indicates the plausibility of different values for $\beta_1$, conditional on a set of observed data
(in this example a random selection of $N = 500$ from the German subsample of PISA
2012). Kruschke (2013) elegantly points out that Bayesian statistics is simply about
reallocating plausibility across a given set of candidate parameter values. The
mathematical device for this process is Bayes’ rule, the core of Bayesian statistics.
Applied to our example Bayes’ rule is expressed as follows:

$$p(\beta_1 | D) \propto p(\beta_1)p(D | \beta_1)$$

Its key message is that the posterior distribution $p(\beta_1 | D)$ is proportional to the
product of the prior distribution $p(\beta_1)$ and the likelihood $p(D | \beta_1)$. In our example, a
researcher has some background knowledge about the parameter of interest (the slope),
which may come from previously conducted analyses or published studies, or even from
experts, before the current analysis is conducted. The prior distribution \( p(\beta_1) \) summarises this background knowledge as an initial plausibility of different values for \( \beta_1 \), before a dataset is observed. The initial plausibility gets updated once the researcher conducts his analysis and observes the data. The likelihood \( p(D|\beta_1) \) indicates the probability of the data given the model parameter(s); in our example, it is the probability that the data could be generated by a linear regression model with parameter value \( \beta_1 \). The plausibility of different values for \( \beta_1 \) is reallocated based on the information contained in the data, resulting in the posterior distribution \( p(\beta_1|D) \), which is a compromise between the background knowledge and the information in the dataset (see Figure 2 for illustrations of the process).

The goal of every data analysis is to yield parameter estimates which are most consistent with the data at hand, to update prior beliefs and to be able to make valid interpretations about a specific research problem. The posterior distribution in Figure 1 indicates which value of the slope is most plausible and consistent with the data at hand. The posterior distribution might be summarised in a point estimate, i.e. the mean (or median, or mode) of the distribution, which is \( \mu = 26.4 \). Mathematics performance increases by 26.4 points for every 1-point increase in mathematics motivation. The uncertainty of this value is indicated by the width of the distribution. A convenient way to express this uncertainty is the 95% highest density interval (HDI; the black bar at the bottom of the distribution). The 95% HDI indicates that the true value of the increase in mathematics performance likely lies between 19.3 and 33.6 points. In other words, one can be 95% confident that the increase in mathematics performance lies between these two values. This confidence contrasts with classic (frequentist) confidence intervals, which are interpreted as follows: if a similar procedure for constructing a confidence interval were repeated many times using different datasets, then the 95% confidence
interval would contain the true parameter value in 95% of the cases. Clearly, the interpretation of the Bayesian 95% HDI is much more straightforward and intuitive.

The potential of Bayesian statistics unfolds with the fact that parameters, such as the slope in a linear regression, are considered random variables which can be summarised by probability distributions (such as the posterior and the prior distributions, as well as the likelihood). In these probability distributions, the degree of uncertainty, for example in the slope, is quantified. They summarise different possibilities within a range of values of the slope estimate. Values that are consistent with the data have a higher probability than values that are inconsistent with the data (Kruschke 2013). The researcher is now able to answer questions such as “What are the odds that the increase in mathematics performance is higher or lower than a specific value?” What is the probability that the increase in mathematics performance exceeds 30 points? What is the probability that the increase in mathematics performance lies between 28 and 35 points? How did the data change the odds that the increase in mathematics performance exceeds 25 points? None of these questions can be addressed in the traditional frequentist framework (Wagenmakers, Morey, and Lee 2016).

Modern Bayesian software allows researchers to flexibly specify complex models, tailored to their questions, which describe their data well. These programs differ primarily in which specifications of a model are up to the user. The commercial software Mplus (Muthén and Muthén 1998-2017) and the open source R-package blavaan (Merkle and Rosseel 2016), for example, do not require the user to specify prior distributions for all model parameters. They work with built-in default prior distributions which facilitate Bayesian data analyses, but may not be appropriate for all models (van de Schoot et al. 2015). Newer open source R-packages, such as JAGS (Plummer 2016) and STAN (Stan Development Team 2017), offer more flexibility in
terms of model and prior specification, but at the same time require users to deal with a steeper learning curve. Many package-related websites, however, offer users help and guidance for a plethora of modelling issues, as well as examples of appropriate prior distributions for a wide range of models (e.g., statmodel.com, mc-stan.org, and mcmc-jags.sourceforge.net).

**Updating Knowledge as New Data Become Available – From Background Knowledge to Prior Distributions**

The prior distribution $p(\beta_1)$ plays a prominent role within Bayes’ Theorem. It reflects the amount of available knowledge before observing new data. As mentioned previously, the prior distribution can be left uninformative. Non-informative prior distributions indicate a lack of background knowledge. Objective Bayesians take the view that non-informative prior distributions, specified per formal rules, should be used when no background knowledge is available, to avoid poor distributions due to systematic elicitation bias: the actual degree of uncertainty about a subject is often underestimated (Berger 2006). Subjective Bayesians, on the other hand, argue that the use of prior information, i.e. informative priors, is necessary and warranted, because it may be the only way to obtain reliable results in absence of large samples (Press 2003). Several studies show beneficial effects of informative prior distributions on the power of small-sample studies (Price 2012; Van De Schoot, Broere, Perryck, Zondervan-Zwijnenburg, and van Loey 2015).

Setting up prior distributions is a matter of transforming background knowledge into adequate distributional forms. They depend on the metric and scale of the parameter of interest. Taking the foregoing example, suppose that, in the year 2021, a researcher is interested in the relation between motivation to learn mathematics and mathematics performance. The parameter of interest is the continuous slope. Its credible
values are normally distributed. The shape of the normal distribution is governed by its mean $\mu$ and standard deviation $\sigma$. While the mean represents the most likely value of the slope, the standard deviation indicates how certain the researcher is about this value.

On the left hand side of Figure 2 the three common kinds of prior distributions are illustrated: non-informative, weakly informative, and informative.

In the left panel, the researcher has no background knowledge about the relation and decides to use a prior distribution with a mean of zero and a very large standard deviation, $N(0, 29)$. This distribution assigns higher probabilities to a wide set of possible values of the slope, centred around zero, reflecting how uncertain the researcher is about its value. In the middle panel, the researcher has some knowledge about the relation from a single unpublished study. The researcher decides to use this information and specifies a prior distribution wherein the estimate of the slope and its standard deviation are the prior distribution’s parameters, $N(26.4, 6)$. This distribution assigns higher probabilities to a smaller set of possible values of the slope (compared to the previous distribution), centred around the mean of the distribution, which is $\mu = 26.4$. In the right panel, the researcher knows a meta-analysis of several longitudinal studies on the relation in question. In this case, he has ample knowledge and is quite certain about the value of the slope. He specifies the prior distribution according to the estimate and standard deviation of the slope from the meta-analysis, $N(20.5, 3)$. This distribution assigns the highest probability to a narrow range of possible values centred on $\mu = 20.5$. Due to the large amount of available information, the width of the distribution is very narrow.

The second and third case represent situations where outcomes of previous studies are used to specify the prior distributions. Such evidence-based prior distributions hold the middle ground between the objective and subjective Bayesian
traditions (Kaplan 2014). On the one hand, they are objective priors in a sense that their sources can be verified (Van de Schoot, Kaplan, Denissen, Asendorpf, Neyer, and Van Aken 2014). On the other hand, they are subjective priors because they introduce additional information into the analysis, but without the risk to underestimate the uncertainty in this information. Even without results from appropriate previous research, prior distributions almost always contain some information. For example, in the first case the standard deviation of the prior was specified knowing that the maximum value of a regression coefficient is the quotient of the variances of the dependent and independent variables, if they are perfectly correlated. Other examples of such weakly informative prior distributions are cases when the researcher knows that a value falls between a minimum and a maximum value, or a value that cannot be negative. The specification of prior distributions warrants careful consideration. Detailed descriptions of sources, visualizations of prior distributions, and sensitivity analyses to investigate the impact of the prior on the posterior distribution help increasing transparency of and facilitate discussions about the specification of prior distributions (Depaoli and Van de Schoot 2015).

While working with non-informative and weakly informative prior distributions can be beneficial, the full potential of Bayesian statistics is utilised only when working with evidence-based prior distributions. In this case, studies are building on each other, thereby incrementally improving the knowledge about the magnitude and uncertainty of parameters: as more information accumulates over time, uncertainty decreases and the researcher becomes increasingly confident about the true value of a parameter. Eventually, this knowledge is the basis for a successful evidence-based educational policy and practice.
The Potential of Bayesian Statistics for Cumulative Educational Science

To summarise the foregoing illustration, the potential of Bayesian statistics for transforming educational science into a truly cumulative scientific discipline lies firstly in the richer information it provides. In addition to the greater range of possible questions (and associated answers), Bayesian statistics are advantageous because they provide researchers the desired information, namely, the probability of parameter values (or hypothesis) given the observed data at hand. In the traditional frequentist framework, researchers are provided with exactly the opposite information, namely the probability of the data given hypothetical parameter values. Bayesian inference is based only on the data at hand, which is more intuitive and more accurate when it comes to inferring decisions for educational policy and practice. Moreover, they do not rely on auxiliary assumptions for approximating \( p \) values or confidence intervals. Unlike the traditional frequentist 95% confidence interval, the 95% HDI truly contains 95% of the most credible values of a parameter.

Secondly, Bayesian statistics offer an alternative approach to inference, based on a combination of prior information and the data at hand which provides the best and most complete knowledge available. Bayesian statistics avoid the “naïve empiricism” of traditional frequentist methods, which describes a mere tallying of supportive (i.e. significant) references (Taleb 2007, in: Lambdin 2012). The naïve empiricism is a direct consequence of the black and white decision making introduced by the sole focus on statistical significance, based on “the [false] belief that if a difference or relation is not statistically significant, then it is zero, or at least so small that it can safely be considered to be zero” (Schmidt 1996, 126). Bayesian statistics allow researchers to constantly update the magnitude and uncertainty of estimates as new data become
available. This process is the core of a steady accumulation of knowledge, and the core characteristic of cumulative scientific disciplines.

**Literature Search and Review**

To determine the general usage of Bayesian statistics in educational research and the utilisation of background knowledge in educational studies involving a Bayesian data analysis, the literature search and a systematic review of the identified literature included the following stages.

In the first stage, the Thomson Reuters Journal Citation Report, Social Sciences Edition 2014 (Thomson Reuters 2015), was reviewed to identify the educational journals (all types) which are currently listed on that index. In August 2015, using the Web of Science Social Science Citation Index (SSCI) and ProQuest Academic Social Sciences databases, the entire publication history of each of the 224 currently listed educational journals were searched to identify (1) the total number of articles published and (2) the number of articles containing the term *bayes*. This method is common in searches of publication histories in large databases (Mackel and Plucker 2014). The literature search resulted in \( N = 265 \) articles containing the term *bayes*. The exact search strategy and search terms to replicate the findings can be found in the supplemental material.

In the second stage, these articles were screened to determine the nature of the usage of Bayesian statistics. 57 articles were identified where Bayesian statistics or BDA Bayesian data analysis was mentioned just in one sentence \( (N = 28) \), mentioned only in the context of the Bayesian Information Criterion (BIC, \( N = 5 \)), just in the references \( (N = 18) \), or not mentioned at all \( (N = 8) \). These articles were excluded from further analysis. The screening of the remaining \( N = 208 \) articles (the full list of references can be obtained from the corresponding author) resulted in the following
preliminary categorization: (1) thematic articles which introduce or discuss Bayesian statistics (or parts thereof) without a statistical empirical application and also includes (i.e. commentaries or reviews), (2) methodological articles focusing on comparisons or illustrations of novel or different estimation methods, and (3) empirical research articles which addressed a substantial research question with unique samples, i.e. samples which were specifically collected for the respective study. A research assistant was given written instructions and a standardised form for analyzing a random subset of the 208 articles. In sum, 41 out of 45 articles (91% agreement) were coded similarly by the first author and the research assistant. Differences regarding the four remaining articles were minor and were resolved by in short discussions about the articles. The prevalence of Bayesian statistics in educational research was then calculated by dividing the number of research articles presenting a Bayesian analysis by the total number of published articles. This information was used to answer the first research question.

In the third stage, the methodological and empirical research articles were reviewed with respect to the following aspects: (1) the kind of statistical model/procedure, (2) the authors’ motivation to apply Bayesian statistics to a given problem, (3) Bayesian advantages over traditional approaches to a given problem, (4) sample size, (5) choice of priors as stated by the original authors (non-informative, weakly informative, informative), (6) provision of illustrations of the prior distributions, and (7) the use of sensitivity analyses for determining the impact of the priors on study results. The first three aspects were used to characterise trends over time in the usage of BDA in educational research. The remaining aspects follow recommendations of Depaoli and Van de Schoot (2015) to characterise the use of prior information in
Results

Overall, among 293,839 articles published in the 224 journals listed by the Thomson Reuters Journal Citation Report, Social Sciences Edition 2014 (Thomson Reuters, 2015), Bayesian statistics were mentioned and/or utilised in 208 articles (0.08%). In 170 of the 224 SSCI educational journals, articles published by approximately three quarters did not mention the term bayes*. Thus, Bayesian statistics are present only in about one quarter of SSCI educational journals. Since the Thomson Reuters Journal Citation Report lists educational journals with the highest impact factor, i.e. the most visible journals, the general visibility of BDA in educational research is, unfortunately, low. Although this is a very small fraction, absolute numbers are steadily increasing since 1960, with a substantial jump in numbers during the turn of the century (1990-2010, see Figures 3 and 4).

Most articles mentioning the term bayes* were methodological in nature ($N = 127$), including comparisons of Bayesian estimation techniques with other methods ($N = 33$) or illustrations of Bayesian estimation techniques, including simulation studies investigating Bayesian estimation, and the development/extension of existing models ($N = 94$). The number of methodological articles grew substantially at the turn of the century (see Figure 3). The next largest category of articles are thematic papers, such as general reviews of statistical methods, book reviews, and commentaries ($N = 50$). Thematic papers arguing for a utilisation of Bayesian statistics were present in all decades. While these articles were the majority during the 1960s and 1970s, they are outnumbered by methodological and even empirical articles nowadays. Empirical research papers, the last category ($N = 33$), saw an increase in numbers also at the turn
of the century. In most empirical research papers Bayesian statistics were used to estimate various multilevel, latent-class, and ordinary regression models. Only three papers utilised Bayesian statistics for hypothesis testing. Hence, in educational research Bayesian statistics are primarily applied to estimation problems. While Bayesian statistics if firmly established in the methodological literature, however, its establishment in applied research is lagging. A transfer of knowledge from the methodological to the empirical research literature is only just beginning. The higher numbers of methodological articles, compared to empirical research articles, imply that Bayesian statistics are primarily used to solve methodological problems (e.g., the estimation of complex models), rather than used to answer substantial research questions.

Zooming in on the topics of both the methodological and empirical articles (see Figure 4), Bayesian statistics are used for the estimation and further development of linear, mixed and mixture regression models \((N = 68, 32.7\text{ percent of all articles mentioning } bayes*)\), with a marked increase during the 1980s and 1990s. Another topic for applied Bayesian statistics is the estimation of models based on item response theory (IRT; \(N = 36, 17.3\text{ percent} \)), where the number of articles also increased substantially during the 1980s and 1990s. Most articles in this category are methodological in nature, i.e. either illustrations or comparisons (primarily with frequentist estimation) of Bayesian estimation of IRT models. It is interesting that, prior to 1992, when Albert (1992) published his article about Bayesian estimation of normal ogive item response curves, Bayesian statistics were only sporadically mentioned in the context of IRT modelling. After Albert’s paper, however, the number of articles about Bayesian estimation of IRT models increased substantially. Albert’s paper might be considered as a kind of change-point paper, introducing and establishing Bayesian estimation in the
context of IRT modelling. While articles with Bayesian statistics applied to both regression and IRT models showed a gradual increase in numbers, the number of articles applying Bayesian Networks ($N = 29$, 13.9 percent) to computer-based instruction and assessment skyrocketed during the 1990s. Bayesian Networks are kinds of probabilistic graphical models (PGMs), whose underlying mathematical model is Bayes’ Theorem. Each node represents a random variable, and lines connecting them represent probabilistic dependencies. Bayesian Networks are widely used to model uncertain domains, and allow researchers making inferences about the value of a certain node given the observation of values in other nodes in the network (Garcia, Schiaffino, and Amandi 2008). Articles including Bayesian Network analyses are primarily illustrations and evaluations of various computer-based or computer-assisted learning environments. These environments aim at modelling either student performance, student learning, or student cognition in general. These papers mention advantages of a Bayesian approach to student modelling only sporadically. It seems that the Bayesian approach to modelling the cognition of students via Bayesian Networks, and Bayes’ theorem as the underlying mathematical model of the learning environments, is firmly established. There is less need to convince others of the advantages of the Bayesian approach. The direct application of Bayes’ theorem, which was the dominant kind of utilisation of Bayesian principles in educational research prior to 1990 ($N = 10$, 4.8 percent), has been replaced since then by more sophisticated applications, such as estimation techniques and Bayesian Networks. Other applications of Bayesian statistics ($N = 21$, 10.1 percent) include Bayesian Hypothesis testing ($N = 6$), the Bayesian way of handling missing data in applied research ($N = 4$), correlational analyses ($N = 4$), Bayesian meta-analysis ($N = 2$), and principal stratification as a means of causal effect estimation ($N = 3$).
In sum, although articles with applications of Bayesian statistics represent only a fraction of all articles published in the 224 journals listed by the Thomson Reuters Journal Citation Report, Bayesian statistics are on the rise in educational research. Moreover, since the 1990s Bayesian statistics are firmly established not only in the methodological literature, but its application in empirical articles has increased and diversified.

**Advancing the Methodological Repertoire of Educational Research as Primary Motivation**

Motivations to use Bayesian statistics can be summarised by the following three arguments, which are frequently stated in the methodological and empirical research articles: (1) due to inferences being based on distributions, Bayesian statistics provide richer information than frequentist approaches, especially with respect to accounting for uncertainty \(N = 41\); (2) given that Bayesian statistics do not rely on large-sample theory, estimates are accurate in small samples (a motivation frequently stated especially in empirical research articles; \(N = 25\)); (3) Bayesian statistics allow complex models in combination with complex data structures, which frequentist approaches frequently struggle with, to be estimated with ease and flexibility (especially hierarchical/multilevel models with random effects; \(N = 34\)). Segawa et al. (2005, 371) summarise this latter advantage nicely: “Furthermore, the hierarchical presentation allows us to utilise a hallmark of the Bayesian MCMC approach: it solves a very complex model […] by successively solving simpler sub-models whose solutions are straightforward and sometimes known.”

The general advantages of Bayesian statistics are recognised by researchers (over half of the methodological and empirical research articles mention one of the three
aforementioned general advantages: richer inference, small sample behavior, and modeling flexibility). The motivations provided by the authors of the papers imply that Bayesian statistics are used to advance the methodological repertoire of educational research, as well as to produce knowledge which would not have been available with frequentist approaches. More specifically, it is the flexibility of Bayesian inference and the validity of its results in small samples which motivate researchers to utilise Bayesian statistics \((N = 34)\). It is interesting to see, however, that the utilisation of prior information is mentioned as a motivation to use Bayesian statistics primarily in methodological articles \((N = 23)\). Only one empirical research article explicitly mentions this advantage as a motivation to use Bayesian statistics. Although mentioned as an advantage and motivation to use Bayesian statistics, only four articles use informative prior distributions in their analyses. In the remaining articles the authors work with non-informative prior distributions. Considering the predominance of non-informative prior distributions in empirical research articles (see below), this implies that utilising background knowledge is considered rather an impediment than motivation to use Bayesian statistics in empirical research.

**Tentative Use of Background Knowledge – A Predominance of Non-Informative Priors**

The characterization of the use of background knowledge in empirical research articles utilising Bayesian statistics follows the recommendations of Depaoli and Van de Schoot (2015). This section is structured accordingly. The studies included in this part of the review (empirical research articles as identified in the foregoing stages of the literature search) are summarised in Table 2.
Choice of prior and justification. In a large proportion (38.71 percent) of empirical research articles either program-specific prior distributions are used, or the data are used to specify the prior distributions for the respective analyses. Estimating parameters of prior distributions alleviates the problem of prior specification to a certain degree. This practice, however, is criticised for its data double-dipping (Darnieder 2011). Among articles implementing a Fully Bayes approach, except for Gilger, Pennington and Defries (1991), Bekele and McPherson (2011), and Fraile and Bosch-Morell (2015), non-informative or weakly informative prior distributions are predominant. Weakly informative prior distributions are used by Buckley and Schneider (2005) and Gudmestad, House, and Geeslin (2013) for very specific parameters: the most-likely class membership in a latent class model and a covariance matrix. These two parameters are good examples of situations where a subjective approach (i.e., the elicitation of informative priors) might not be feasible and that instead warrant the use of non-informative or weakly informative prior distributions. There is seldom background knowledge available about specific parameters such as most-likely class membership or the elements of covariance matrices. Very few authors explicate the use of prior distributions. Buckley and Schneider (2005), Doyle (2010), Doyle and Gorbunov (2011), and Gudmestad, House, and Geeslin (2013) state that no background knowledge about the parameter(s) of interest was available. The studies by Karpudewan, Ismail, and Roth (2012), Karpudewan (2015), and Li and Shen (2013), all of which conducted Bayesian t-Tests and hypothesis testing based on Bayes factors, contained no information about the prior distributions utilised in their analyses. While posterior distributions for continuous parameter estimates typically are robust against moderate changes in the vagueness of broad priors, Bayes factors are extremely sensitive to the choice of prior, and it is important to use meaningfully informed prior
distributions for Bayes factors (Gelman and Shalizi 2013). Without meaningfully informed priors, Bayes factors can be quantitatively inaccurate and/or meaningless (Vanpaemel 2010; Kruschke 2013).

**Sources of priors.** Four empirical research papers do not provide any information about the prior distributions used in their analyses. It is likely that they used the default, non-informative prior distributions available in the respective statistical programmes. The weakly informative priors used by Buckley and Schneider (2005) and Gudmestad et al. (2013) are specified in accordance with recommendations from methodological articles. These articles provide either full model specifications or specifications of prior distributions. These prior distributions, however, are specified and used for statistical reasons (e.g., to facilitate model estimation) rather than for incorporating substantial background knowledge into the analyses. Gilger et al. (1991) specify their priors according to results of prior studies. Fraile and Bosch-Morell (2015), in their 2-year study of lecturer evaluations, use the results from year one and specify the prior distribution for their subsequent analysis accordingly.

**Illustration of priors and sensitivity analyses.** Except for Buckley and Schneider (2005) and Fraile and Bosch-Morell (2015), none of the studies included in this review contain illustrations of the priors used in the analyses. Although such illustrations are of no direct value to the primary analyses in the studies, they would nevertheless facilitate the understanding of the prior distributions. Similarly, none of the studies present sensitivity analyses for investigating the impact of their (non-informative) prior distributions on the results of the primary analysis.

The relatively large proportion of empirical research articles utilising the Empirical Bayes approach and non-informative prior distributions (whose uses are
generally left unexplained) implies a very tentative utilisation of background knowledge. Bayesian statistics in educational research are, consequently, firmly established in the objective Bayesian tradition, and less in either the subjective or evidence-based Bayesian tradition. It is worth mentioning, however, that the number of empirical research articles implementing the Empirical Bayes approach, where parameters of prior distributions are estimated from the data, is growing slower relatively to the number of articles implementing a Fully Bayes approach, where the specification of prior distributions is required (from the 1980s until the 2010s $N_{EB}$ increased from four to eleven articles, while $N_{FB}$ increased from four to 33 articles). The predominant use of non-informative prior distributions may be interpreted as an attempt to stay on familiar ground or, in other words, the utilisation of Bayesian statistics as a simple alternative to frequentist estimation methods. A representative example for trying to stay on familiar ground is the study by Suchodoletz and Gunzenhauser (2013). The authors explicitly state that the primary motive for utilising Bayesian statistics was to maximise the accuracy of parameter estimates in case of small samples (the sample sizes in their study range from $N = 60$ to $N = 201$). They did not report the exact specification of their prior distributions and did not conduct any sensitivity analyses. Sensitivity analyses are important in small sample studies, because effects of non-informative prior distributions on small sample analyses are still unclear (Depaoli and van de Schoot 2015). Moreover, although they followed a Bayesian approach to data analysis, they still reported $p$-values. This practice is illustrative for the attempt “to make the Bayesian omelette without breaking the Bayesian egg” (Savage 1962). The transition towards the full utilisation of Bayesian statistics in educational research is still in its infancy.
Discussion

The aim of this review was to provide insights into the current state of methodological affairs in educational research, with an explicit focus on applications of Bayesian statistics and the utilisation of background knowledge. It was found that since the 1990s Bayesian statistics are not only firmly established in the methodological literature, but its application in empirical articles has increased and diversified. The primary motivations to use Bayesian statistics are an increased accuracy of parameter estimates (especially in small samples), richer inference and results more meaningful for educational practice, and the possibility to estimate complex models which frequentist estimation methods often struggle with. The transition towards the full utilisation of Bayesian statistics in educational research, however, is only just beginning. Studies utilizing background knowledge through the specification and use of informative prior distributions constitute only a very small fraction of all articles utilising Bayesian statistics. Currently, Bayesian statistics are recognised and used simply as a powerful alternative to frequentist estimation methods. The full potential of Bayesian statistics, especially with respect to the accumulation of knowledge and for education as a truly cumulative scientific discipline, is yet to be explored.

The situation is comparable with that of the organizational sciences, where fewer than half of 1% of articles published between 2001 and 2010 applied Bayesian statistics (Kruschke et al. 2012). The trend in the prevalence of Bayesian statistics in educational research is remarkably similar to that in psychology. Following a ten-year delay compared to the general statistical literature (Andrews and Baguley 2013), both psychological and educational research increased their coverage and use of Bayesian methods in the 2000s. Reasons for this relatively slow adoption of Bayesian methods are frequently discussed and include the statistics training of students relying
predominantly on traditional statistical methods (Henson, Hull, and Williams, 2010) and the relative ease with which traditional analyses can be conducted (Kaplan and Depaoli, 2013). Regarding the latter aspect, we face some kind of statistical catch-22 (in the sense of Van de Schoot et al. 2016). The principles of Bayesian statistics are easy to learn. To fully utilise its potential, however, it is necessary to delve into more complex modelling issues. While the standard models are well covered by accessible software such as Mplus, successfully handling more complex situations involving, for instance, multilevel or longitudinal models, requires researchers to embark with more complicated software, which might deter interested novice Bayesian researchers. An increasing number of textbooks, however, aims at attenuating the learning curve (e.g., Kaplan 2014; Kruschke 2015).

The consensus appears to be that Bayesian methods are not only a novel set of tools for data analysis but also require a (rather far-reaching) rethinking of the way scientific knowledge is created, updated and accumulated. The hesitant use of background knowledge in the studies included in this review, reflected by the predominance of non-informative priors, indicates that this rethinking is still in its infancy. Although certain useful advantages of Bayesian statistics are recognised, the full epistemological shift has not yet occurred.

**Specifying Informative Prior Distributions – Difficulties and Possibilities**

To fully embrace meta-analytic thinking, Cumming (2014, 23) states that “any one study […] needs to be considered alongside any comparable past studies and with the assumption that future studies will build on its contribution.” Bayesian statistics enable researchers to do exactly that. Although the quantification of background knowledge is the most striking advantage of Bayesian statistics, it is also arguably its most controversial aspect. From the frequentist viewpoint the use of prior information is
criticised for being inherently subjective. Both Bayesian and frequentist inference, however, contain subjective elements. Kruschke (2013) illustrates, for example, how p-values and their interpretations change depending on researchers’ implicit assumptions and intentions. The important difference is that prior distributions are explicit assumptions and testable parts of a statistical model; they can be discussed and inspected in terms of their impact on results, whereas researchers’ intentions cannot (Gelman and Shalizi 2013; Kadane 2011; Kruschke et al. 2012).

It has to be acknowledged that specifying informative prior distributions can be very difficult. These difficulties can be illustrated with the following three aspects. First, the selection of previous research to inform the prior admittedly remains subjective. Moreover, just like meta-analysis, even the evidence-based subjective approach for the specification of prior distributions (Kaplan 2014) suffers from publication bias and the file drawer problem. It is nevertheless an explicit choice that opens room for fruitful and necessary discussions within the discipline (Kadane 2011).

Second, it has to be determined to what extent conditions of previous research apply to a new study. It can be challenging to decide which studies ‘count’ as valid background knowledge to construct prior distributions from. Questions arise concerning the comparability of studies conducted in different contexts, with different samples, and different variables. Using studies from different contexts might imply an unwarranted generalisation; excluding studies based on their contexts might be too restrictive and imply that no background knowledge is available, when in truth there is. Using studies with different variables (e.g., in structural equation models) may be criticised as well, although in this case it can be argued that it is just another missing data problem which can be modelled accordingly. Differences in samples, procedures, and covariates introduce uncertainties which have to be taken into account when specifying prior
distributions according to such previous research. In this regard, power priors are the
topic of recent discussions. These kinds of prior distributions allow researchers to attach
weights to different sources of background knowledge, based on their similarity to the
research problem at hand (e.g., Ibrahim, Chen, Gwon, and Chen 2015). It is also
possible to conduct a mixed-effects meta-analysis on previous research, which accounts
for study heterogeneity in the outcomes (Kirkham, Riley, and Williamson 2012). The
results of such meta-analyses can then be used as parameters for the prior distribution in
the current analysis. There are no easy answers, and the field of Educational Sciences
should find a standard of how Bayesian analyses are to be conducted. It is of utmost
importance that, at the very least, authors are completely open and transparent what
background information has been used to construct the priors. This way, we can learn
from each other and find inspiration from each other and develop best practices in the
field.

Third, the mathematical specification of prior distributions can be difficult.
Depaoli and Van de Schoot (2015) recommend a closer collaboration between
substantive researchers and mathematicians/statisticians. Moreover, contemporary
statistical models include many parameters. Background knowledge about some of
these parameters, for example co-variances in structural equation models or class
membership in latent class models, is seldom available. Thus, it is difficult to specify
appropriate informative priors. In this case, non-informative prior distributions that are
specified as recommended in the methodological literature are a convenient way to
avoid the inclusion of unwanted information in a model. Background knowledge about
substantive parameters, however, such as regression coefficients and factor loadings,
should be incorporated into models whenever possible, and informative prior
distributions should be specified and used.
Changing How We Conduct Research

It is clear that the transition of educational science into a truly cumulative scientific discipline requires more than just a change in the dominant method of data analysis. Bayesian statistics is no silver bullet which magically solves each and every methodological problem. The greatest potential of meta-analytic thinking in general and of Bayesian statistics in particular lies in changing the culture of discussion and research practice in educational science. The non-debateable black box of black-and-white decision-making may give way to transparent collaborative research, in which all underlying assumptions are exposed to scrutiny and discussion. An example of this collaborative research is a so-called prospective meta-analysis (Berlin and Ghersi 2005). Researchers collaborate in a programmatic series of studies in which it is agreed beforehand that these studies will serve as elements of a meta-analysis concluding the research project. Bayesian statistics are particularly well suited to such collaborative, prospective meta-analytic research. Each study serves as prior information for the next, thereby incrementally improving knowledge regarding the magnitude and uncertainty of the effect under investigation. The research project is complete once a sufficiently precise estimate of the effect is reached. In Bayesian terms, a precise parameter estimate is an estimate with a reasonably narrow highest density interval. The term “reasonably narrow” and the “relevant” magnitude of an estimate are open to debate among researchers and practitioners. Knowing that the results of existing studies can be used in subsequent analyses may lead to changes in publication policies, including a shift away from the focus on statistical significance.
Limitations of the Study

Prior to concluding this review, two limitations need to be considered, both related to the focus of the literature search. First, the Thomson Reuters Journal Citation Report, Social Sciences Edition 2014 (Thomson Reuters 2015), is a dynamic list of journals. Journals are added and deleted from this list regularly; as such, it is a snapshot. The top journals, however, appear there regularly for quite some time. Moreover, there may be journals that are not on this list yet present studies that include Bayesian statistics. Their impact might be considerably constrained due to their low visibility. The focus of this review on journals in the Journal Citation Report ensured that journals with the highest visibility in educational research were identified and searched. Second, it was not possible to search the complete publication histories of all journals due to limitations of the search engines (not all journals provide online archives). Thus, the prevalence of Bayesian statistics in educational research might be even lower than 0.08%. The general results and conclusions of this review, however, are not substantially affected by the omitted literature because most of the recent research (particularly that published since the 1990s, when Bayesian statistics started to become more prevalent) is covered.

Concluding remarks

For Bayesian statistics to establish itself in educational research, it is imperative that researchers embark on three key epistemological shifts from frequentist to Bayesian inference (Kaplan and Depaoli 2014): (1) parameters are no longer regarded as fixed but rather as random and unknown; (2) probability becomes a concept of the degree of uncertainty and belief, which is accompanied by transparent subjective elements; and (3) a meta-analytic method of inference focused on the incremental improvement of magnitudes and uncertainties of effects and on a steady accumulation of knowledge. As
has been shown in this paper, but it cannot be stressed enough, Bayesian statistics alone
do not guarantee a truly cumulative research. Its success still depends on carefully
developed research designs, reliable measures, and valid analytic procedures (Kruschke
et al. 2012). Writing proper mathematical descriptions of empirical phenomena is still
the responsibility of the researcher. For Bayesian statistics to fully unfold its potential
for transforming educational science into a truly cumulative scientific discipline, a
fully-fledged paradigm shift is required, affecting core policies of the discipline and
involving a far-reaching rethinking of the principles of research (Andrews and Baguley
2013). The groundwork has already been laid: increasingly powerful computers have
made current MCMC methods viable, numerous textbooks aim at making researchers
familiar with the principles and practice of Bayesian statistics (Smithson 2010), and
Bayesian statistics slowly establish themselves in the educational research literature. It
is now the task of researchers to refocus their practice on the steady accumulation of
knowledge via meta-analytic thinking. It is hoped that this review provides valuable
input to discussions of Bayesian inference in educational research, that it contributes to
a better understanding of its principles, and that it points out possibilities and chances
for making educational sciences a cumulative scientific discipline.
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## Table 1

*Glossary of key Bayesian terms*

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background Knowledge</td>
<td>A term used to describe the information about model parameters available to researchers prior to observing data. Used to distinguish between prior distribution and the knowledge necessary/available to construct this distribution.</td>
</tr>
<tr>
<td>Bayes Factor</td>
<td>A quantity summarising the relative support of the data for one model or hypothesis over another. Used to compare competing models or hypotheses.</td>
</tr>
<tr>
<td>Bayes’ Theorem</td>
<td>A formula describing how to update probabilities of model parameters (or hypotheses) when observing data. It centers on conditional probability and its relation to its inverse form.</td>
</tr>
<tr>
<td>Empirical Bayes</td>
<td>A kind of Bayesian analysis where the hyperparameters of the prior distribution are estimated from the data. Criticised for using the data twice. Contrast to fully Bayesian analysis using prior distributions constructed from background knowledge.</td>
</tr>
<tr>
<td>Highest Density Interval (HDI)</td>
<td>An interval indicating which part of a distribution is most credible (i.e., is most consistent with the data). It is used to summarize the posterior distribution.</td>
</tr>
<tr>
<td>Hyperparameters</td>
<td>Parameters governing the shape of a prior distribution. A normal distribution, for instance, is described by its mean and variance.</td>
</tr>
</tbody>
</table>

(continued)
### Table 1

*Glossary of key Bayesian terms*

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likelihood</td>
<td>A statistical function of model parameters, assumed to have generated the observed data.</td>
</tr>
<tr>
<td>Posterior Distribution</td>
<td>A distribution summarizing the updated knowledge about model parameters, being a balanced contribution of the prior and the likelihood. Indicates the credibility of different values of model parameters with the data taken into account.</td>
</tr>
<tr>
<td>Prior Distribution</td>
<td>A statistical distribution summarizing all available background knowledge about model parameters prior to observing data. Indicates the credibility of different values of model parameters without any data.</td>
</tr>
<tr>
<td>non-informative</td>
<td>A term to describe a prior distribution containing no information about model parameters prior to observing data. It is assumed that no background knowledge is available about the model parameters of interest. Indicated by a large value of the scale hyperparameter (e.g., the prior variance). Typically used in software where priors are automatically built in.</td>
</tr>
</tbody>
</table>

(continued)
Table 1

_Glossary of key Bayesian terms_

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>informative</td>
<td>A term to describe a prior distribution containing much information about model parameters prior to observing data. It is assumed that background knowledge based on previous studies is available about the model parameters of interest. Indicated by a small value of the scale hyperparameter (e.g., the variance).</td>
</tr>
<tr>
<td>weakly informative</td>
<td>A term to describe a prior distribution containing some information about model parameters prior to observing data. It is assumed that the only available knowledge about the model parameters of interest is related to its statistical properties. Indicated by a value of the scale hyperparameter reflecting the range of values a parameter can take on (e.g., $\max(\beta_1) = \frac{SD_y}{SD_x}$, if x and y are perfectly correlated).</td>
</tr>
<tr>
<td>Sensitivity Analysis</td>
<td>An analysis investigating the impact of different specifications of a prior distribution on estimates of model parameters of interest. Used to disclose the robustness of results to different specifications of prior distributions.</td>
</tr>
</tbody>
</table>
Table 2

*Characteristics of the use of background knowledge in empirical research articles*

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Application of Bayesian Statistics</th>
<th>Sample Size (N)</th>
<th>Choice of Priors</th>
<th>Source of Priors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gilger, Pennington &amp; Defries (1991)</td>
<td>Application of Bayes’ Theorem</td>
<td>1,555 individuals</td>
<td>Informative</td>
<td>Prior studies</td>
</tr>
<tr>
<td>Zwick (1993)</td>
<td>Linear Model</td>
<td>2624 – 3057 individuals</td>
<td>Data-dependent (Empirical Bayes)</td>
<td>—</td>
</tr>
<tr>
<td>Seltzer, Frank &amp; Bryk (1994)</td>
<td>Mixed Model</td>
<td>2500 individuals</td>
<td>Data-dependent (Empirical Bayes)</td>
<td>—</td>
</tr>
<tr>
<td>Heck (2000)</td>
<td>Mixed Model (Supplemental Analysis)</td>
<td>6970 in 122 schools</td>
<td>Data-dependent (Empirical Bayes)</td>
<td>—</td>
</tr>
<tr>
<td>Tobias (2002)</td>
<td>Linear Model</td>
<td>160 – 381 individuals</td>
<td>Non-informative</td>
<td>—</td>
</tr>
<tr>
<td>Buckley &amp; Schneider (2005)</td>
<td>Mixture Model</td>
<td>37 – 201 individuals</td>
<td>Weakly informative</td>
<td>Specification according to methodological literature</td>
</tr>
<tr>
<td>Meyer &amp; Xu (2009)</td>
<td>Bayesian Network</td>
<td>16914 individuals</td>
<td>Informative (prior probabilities)</td>
<td>—</td>
</tr>
<tr>
<td>Notenboom &amp; Reitsma (2007)</td>
<td>Mixture Model</td>
<td>458 individuals</td>
<td>Reason not applicable (software-specific)</td>
<td>—</td>
</tr>
<tr>
<td>Rowan &amp; Miller (2007)</td>
<td>Mixed Model (Supplemental Analysis)</td>
<td>830 leaders, 5533 teachers in 114 schools</td>
<td>Data-dependent (Empirical Bayes)</td>
<td>—</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Application of Bayesian Statistics</th>
<th>Sample Size (N)</th>
<th>Choice of Priors</th>
<th>Source of Priors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jin &amp; Rubin (2009)</td>
<td>Principal Stratification</td>
<td>1090 individuals</td>
<td>Non-informative</td>
<td>—</td>
</tr>
<tr>
<td>Doyle (2010)</td>
<td>Linear Model</td>
<td>115 individuals</td>
<td>Non-informative</td>
<td>Reason: no prior info available</td>
</tr>
<tr>
<td>Petscher (2010)</td>
<td>Meta-Analysis (Mixed Model)</td>
<td>32 studies</td>
<td>Data-dependent (Empirical Bayes)</td>
<td>—</td>
</tr>
<tr>
<td>Bekele &amp; McPherson (2011)</td>
<td>Bayesian Network</td>
<td>571 individuals</td>
<td>Informative (prior probabilities)</td>
<td>—</td>
</tr>
<tr>
<td>Clewley, Chen &amp; Liu (2011)</td>
<td>Bayesian Network</td>
<td>65 individuals</td>
<td>Reason not applicable (software-specific)</td>
<td>—</td>
</tr>
<tr>
<td>Doyle &amp; Gorbunov (2011)</td>
<td>Mixed Model</td>
<td>50 individuals</td>
<td>Non-informative</td>
<td>Reason: no prior info available</td>
</tr>
<tr>
<td>Scarpino, Lawrence, Davison &amp; Hammer (2011)</td>
<td>Mixed Model</td>
<td>85 individuals</td>
<td>Non-informative</td>
<td>No reason stated</td>
</tr>
</tbody>
</table>
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### Table 2

*Characteristics of the use of background knowledge in empirical research articles*

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Application of Bayesian Statistics</th>
<th>Sample Size ((N))</th>
<th>Choice of Priors</th>
<th>Source of Priors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyd et al. (2012)</td>
<td>Mixed Model (Supplemental Analysis)</td>
<td>65000 – 80000 individuals</td>
<td>Data-dependent</td>
<td>(Empirical Bayes)</td>
</tr>
<tr>
<td>Galbraith &amp; Merrill (2012)</td>
<td>Mixture Model</td>
<td>1675 scores of 112 courses</td>
<td>Non-informative</td>
<td>(software-specific)</td>
</tr>
<tr>
<td>Galbraith, Merrill &amp; Kline (2012)</td>
<td>Mixture Model</td>
<td>116 courses</td>
<td>Non-informative</td>
<td>(software-specific)</td>
</tr>
<tr>
<td>Hoogerheide, Block &amp; Thurik (2012)</td>
<td>Linear Model</td>
<td>8244 individuals</td>
<td>Non-informative</td>
<td>No reason stated</td>
</tr>
<tr>
<td>Karpudewan, Ismail &amp; Roth (2012)</td>
<td>Bayesian t-Test (Hypothesis Testing)</td>
<td>263 individuals</td>
<td>Informative</td>
<td>(prior probabilities)</td>
</tr>
<tr>
<td>Laru, Nyäikki &amp; Järvelä (2012)</td>
<td>Bayesian Network</td>
<td>21 individuals</td>
<td>Reason not applicable</td>
<td>(software-specific)</td>
</tr>
<tr>
<td>Ageyi-Baffour, Rominski, Nakua et al. (2013)</td>
<td>Linear Model</td>
<td>238 individuals</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Li &amp; Shen (2013)</td>
<td>Bayesian t-Test (Hypothesis Testing)</td>
<td>48 individuals</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Tammets, Pata &amp; Laanpere (2013)</td>
<td>Bayesian Network</td>
<td>16 individuals</td>
<td>Informative</td>
<td>(prior probabilities)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reason not applicable</td>
<td>(software-specific)</td>
</tr>
</tbody>
</table>
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### Table 2

*Characteristics of the use of background knowledge in empirical research articles*

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Application of Bayesian Statistics</th>
<th>Sample Size (N)</th>
<th>Choice of Priors</th>
<th>Source of Priors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheadon (2013)</td>
<td>Bayesian IRT</td>
<td>267 individuals in 11 schools</td>
<td>Non-informative (software-specific; WinBUGS)</td>
<td>—</td>
</tr>
<tr>
<td>Gudmestad, House &amp; Geeslin (2013)</td>
<td>Linear Model</td>
<td>6,342 individuals</td>
<td>Weakly informative Reason: methodological literature</td>
<td>Specification according to methodological literature</td>
</tr>
<tr>
<td>Suchodoletz &amp; Gunzenhauser (2013)</td>
<td>Linear Model (Path Analysis)</td>
<td>60 individuals</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>McDermott, Watkins, Rovine &amp; Rikoon (2014)</td>
<td>Bayesian IRT (Supplemental Analysis)</td>
<td>3077 individuals</td>
<td>Data-dependent</td>
<td>—</td>
</tr>
<tr>
<td>Karpudewan, Roth, &amp; Ismail (2015)</td>
<td>Bayesian t-Test (Hypothesis Testing)</td>
<td>67 individuals</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Figure 1. The posterior distribution of credible values of the slope $\beta_1$. The most credible value of the slope is shown above the chart ($\mu = 26.4$). Uncertainty in the parameter estimate is indicated by the 95% HDI, marked as a black bar at the bottom of the chart.
Figure 2. The core principles of Bayesian inference. Information contained in the prior distribution (left side) is combined with information contained in the data (middle), resulting in an updated plausibility of credible values of the slope $\beta_1$, summarized in the posterior distribution (right side). The vertical bars in the plots on the right side indicate the means of the respective distributions.
Figure 3. General prevalence of Bayesian statistics in educational research. Absolute frequencies of articles mentioning the term bayes*. 
Figure 4. Applications of Bayesian statistics in educational research. Absolute frequencies of different applications of Bayesian statistics according to type of method/model.